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Abstract—This paper describes an efficient synthesis technique
of time-domain models for interconnects characterized by sampled
data. In this method, poles are derived from the sampled data in the
frequency domain. Next, the dominant poles and the residues are
obtained efficiently by multiinput–multioutput type of selective or-
thogonal least-square method. Furthermore, time-domain models
are derived from the frequency-domain models. Finally, the accu-
racy and efficiency of the proposed method are substantiated by
transient simulation of example circuits using this model.

Index Terms—FDTD method, high-speed interconnect analysis,
MIMO type of approximation, model reduction, selective orthog-
onal least-square method.

I. INTRODUCTION

T HE development of very large scale integration (VLSI) cir-
cuit technology is yielding larger chips with smaller and

faster devices. As a result, interconnect effects such as signal
delay, reflection, and crosstalk can severely degrade the signal
integrity on the printed circuit board (PCB). Therefore, trans-
mission-line models should be used in order to simulate the tran-
sient responses of interconnects accurately.

One-dimensional transmission-line models have been widely
used in the time-domain simulation [1]–[4]. However, these
models usually assume the ideal ground and take no account
of physical structures. Therefore, these models cannot provide
the electromagnetic effects on the PCB accurately. To estimate
those effects of high-speed interconnects accurately, it is neces-
sary to perform full-wave analysis such as the finite-difference
time-domain (FDTD) method [5]–[7] and finite-element
method (FEM), or measurement by high-performance instru-
ments. However, computational cost of such simulation is
usually much more expensive compared with the analysis of
lumped networks. Therefore, several methods to synthesize the
macromodel with poles and residues obtained from sampled
data in the frequency domain, which can be calculated by
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full-wave analysis (or measurement) and fast Fourier transform
(FFT), have been proposed [8]–[16]. Once these macromodels
have been formed, the circuit equations can be set up by the
standard approaches for the systematic formulation underlying
a circuit solver like the modified nodal analysis (MNA).

In these modeling techniques, the rational functions are
usually approximated from sampled data using the least-square
method, and the poles are derived. Although the least-square
method is an effective method when the sampled data are
obtained within a narrow bandwidth, this method suffers from
a singularity problem for the wide bandwidth. If the frequency
range in electromagnetic-field analysis is more than 10 GHz,
the least-square method is insufficient to model the intercon-
nects accurately. To overcome this problem, the frequency
range had better be divided into several regions and, in each
region, is approximated by using poles and residues, where
only the dominant poles have to be selected because remaining
poles contain some undesirable poles such as unstable ones.
Complex frequency hopping (CFH) is one of the methods that
selects the dominant poles from the several frequency regions
[2]. However, this method is sometimes heuristic, hard to apply
automatically, and may be computationally expensive. On the
other hand, for selection of the desirable poles, an adaptive
least-square method has been proposed [13], which is the
single-input–single-output (SISO) method. Since the poles
and residues of each element are calculated separately, the
simulation cost increases for the modeling of multiport circuits.

In this paper, we propose an efficient model order-reduction
technique for circuits formulated in terms of-parameters [17]
by a multiinput–multioutput (MIMO) type of selective orthog-
onal least-square (SOLS) method. First, approximation of the
frequency response is described in Section II, where the fre-
quency region is divided into several regions and the transfer
function for each region is approximated with poles and residues
from sampled data. Next, a technique for selection of the dom-
inant poles by a MIMO type of SOLS method is proposed in
Section III, and synthesis of the time-domain model is shown
in Section IV. In Section V, some numerical results are given.
Section VI provides some conclusions.

II. A PPROXIMATION OF THEFREQUENCYRESPONSE

In this section, the method to derive a transfer function with
poles and residues from sampled data, which is the admittance
matrix, is described.
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To approximate each element of the admittance matrix,
we use a rational function of the form

(1)

where the coefficients and are approximated by using least-
square approximation. In this case, these coefficients can be ob-
tained by fitting it to the calculated sampled data

(2)

where is the number of frequency points. However, if the
bandwidth to be approximated is too wide, the least-square
method does not give reliable results; that is to say, the rational
function may include unstable poles in the right half-plane
and have large truncation errors. To overcome this problem,
the frequency region is divided into some regions, and the
frequency response at each region is separately approximated
by the rational function (2) [8]. Therefore, the least-square
equation can be derived in each region as follows:

(3)

where

...
...

...
...

...

where is the number of frequency points in each region. Actu-
ally, (3) can be solved by the QR decomposition technique to im-
prove the accuracy of the least-square method.transforma-
tion decomposes a square matrix into theproduct of an orthog-
onal matrix and a right triangular matrix [20]. Finally, the
poles in each region can be obtained by applying a root-finding
algorithm to the denominator polynomial of (2).

In order to approximate the frequency characteristics for wide
bandwidth, poles in every region are collected as the transfer
function of all regions. As a result, is expressed as follows:

(4)

where is direct coupling, and are single poles and con-
jugate pairs, and are residues for each pole, and and

are the numbers of single poles and conjugate pairs. Note
that poles and residues in (4) are complex. Equation (5) is then
derived to treat these imaginary parts as real numbers.

(5)

Adding (4) and (5), and subtracting (5) from (4)

(6)

(7)

can be derived, respectively, where , ,
, , and . Also, the

equation at the origin ( ) is obtained by

(8)

Therefore, by deriving (6) and (7) of frequency points ex-
cluding , (9) can be obtained, which is the matrix form, as

(9)

where

and is the coefficient matrix,
which is constructed by (6) and (7). By solving (9) for, can
be expressed as the transfer function with poles and residues.
However, the poles, which are obtained by solving (9) for every
region, can contain a duplicate pole and some undesirable ones.
Therefore, it is necessary to select the dominant poles.
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III. SELECTION OFDOMINANT POLES BY MIMO TYPE OF

SOLS METHOD

The matrix of (9) contains some undesirable poles because
the transfer function includes all poles that are obtained by di-
viding the frequency region. We then select the dominant poles
with the SOLS method. By using this method, we can extract
the dominant poles with orthogonalization in the QR decompo-
sition.

The matrix in (9) is expressed as

(10)

by the QR decomposition, where is the matrix
with orthogonal columns and is the

upper triangular matrix. In the SOLS method, residual
vector is defined as follows:

(11)

and

(12)

where is the positive diagonal matrix, which is given by
, namely, the solution of (9) is given by

(13)

Note that the residual of (11) must be efficiently reduced in
order to extract the dominant residues in (13). Here, the sum of
squares of is defined by

(14)

where the symbol denotes the inner product and is the
column vector of . As a result, the total least-square error
normalized by is written by

(15)

Since the left-hand side of (15) is positive, the second term
of the right-hand side of (15) takes . Since the column,
which maximizes , minimizes the residual vector, this is the
column corresponding to the dominant pole. When we perform
the QR decomposition of (9), we orthogonalize the column,
which maximizes , in rotation. These procedures are iterated
until the residual becomes less than a small value. The re-
maining columns are then regarded as undesirable poles. As a
result, the orthogonal matrix, which has only the columns cor-
responding to dominant poles, is derived.

However, in this procedure, the more the number of ports
increases, the more the simulation cost increases because each
element of admittance parameters requires to repeat the same
procedure. Therefore, we expand this method to the MIMO type
of approximation. In our method, (9) is expressed as

(16)

Fig. 1. Orthogonalization process for generatingWWW fromPPP .

where

where is the number of ports. Our method achieves a MIMO
type of approximation by selecting the common dominant poles
from all of the poles that are obtained from diagonal elements.
As a result, in (15) is replaced by the norm of all elements as
follows:

(17)

where the subscript indicates the element of matrix and is
the number of elements . Our method is summarized
in the following steps.

Step 1) Calculate (17) for each column of the real part of the
matrix .

Step 2) Select and shift the column, which maximizes (17).
Step 3) Orthogonalize for the column obtained at Step 2.
Step 4) If the column obtained at Step 2 corresponds to

single pole, go to Step 6, or else shift the column,
which corresponds to the imaginary part.

Step 5) Orthogonalize for the column obtained at Step 4.
Step 6) If the sum of for the columns, which are selected,

satisfies the following condition (18), go to Step 7,
or else exclude these from, and repeat Steps 1–6:

(18)

where is the number of columns that are se-
lected.

Step 7) Derive the residues.
Here, the orthogonalization process of our method is ex-

plained using the simple matrix shown in Fig. 1, whereis
direct coupling, is single pole, and and are real and
imaginary parts of conjugate poles, respectively. First,for
each column of real part in the matrix is calculated. If is
maximum, is shifted and orthogonalized. In the next step,
we calculate for each column of real part excluding . If
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is selected, it is shifted and orthogonalized similarly to the
above process. Since is the imaginary part of , which
forms conjugate poles, is inevitably selected in the next step.
These procedures are iterated until the residual becomes less
than a small value. The remaining columns are then regarded
as undesirable poles, and the procedure is completed. As a
result, the orthoganal matrix and the upper triangular matrix

, which have only the columns corresponding to dominant
poles, are derived. In addition, the matrix corresponding to
the residues can be obtained by (13).

Finally, the following transfer function for admittance param-
eter:

(19)

is obtained, where are the accurate poles
and are the accurate residues corresponding
to the poles.

In our method, the dominant poles and residues of each el-
ement are determined at once. Therefore, the transfer function
can be derived quickly.

IV. SYNTHESIS OF THETIME-DOMAIN MODEL

From (19), the time-domain model can be derived easily [14].
First, the terminal current is given by

(20)

Equation (20) is then reformulated as

(21)

where

(22)

Equations (21) and (22) can be transformed into the time-do-
main expressions as

(23)

(24)

With (23) and (24), the voltage and current responses of the lines
can be simulated using conventional circuit simulators.

V. NUMERICAL RESULTS

We have tried to synthesize the macromodels from the ex-
ample circuit boards and performed transient simulation in order
to verify the validity and efficiency of the proposed method.

Example 1: We modeled the interconnect using sampled
data, which were obtained from the PCB shown in Fig. 2, and
compared with the original frequency characteristics which

(a) (b)

Fig. 2. Example PCB (a). (a) Bottom surface. (b) Top surface.

(a)

(b)

Fig. 3. Frequency responses of the example line. (a) Gain ofY . (b) Gain of
Y .

indicate sampled data. Fig. 2 shows a PCB that consists of two
layers, where one is the ground plane and the other is the signal
plane with copper lines. In this PCB (a), the 0.1-mm distance
between the bottom and top surfaces is filled with medium of
permittivity . The sampled data have been extracted
by the FFT of the impulse responses analyzed by the FDTD
method [8], which is one of the full-wave analysis. The spatial
steps used in the FDTD simulation are mm
and mm, and the total mesh dimensions are
50 50 13 in -, -, and -directions, respectively. In the
FDTD simulation to obtain the sampled data, the absorbing
boundary condition of Higdon has been applied. In Fig. 3,
the dotted line shows the sampled data, which are extracted
by FDTD-based simulation with the above conditions. The
frequency characteristics of admittance parameters and

, which are approximated by the proposed method using
the sampled data, are denoted by a solid line in Fig. 3. In our
method, the frequency band is divided into 17 regions (with
overlapping of each region not to miss the dominant poles)
and 408 poles are obtained from diagonal elements. Finally,
our reduction algorithm reduced the number of poles from 408
to 13.
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Fig. 4. Example circuit with PCB (a) and linear lumped elements.

(a)

(b)

Fig. 5. Transient voltage waveforms of the example circuit in Fig. 4.
(a) Response ofV . (b) Response ofV .

Next, we simulated the transient response of the network,
as illustrated in Fig. 4, which consists of the example PCB (a)
shown in Fig. 2 and linear lumped elements using a SPICE-like
simulator with the macromodel having 400 (2516) poles. A
method combining the FDTD method with SPICE was used
for comparison. The transient output response obtained by the
macromodel matches the result by the FDTD method with
SPICE simulation, as shown in Fig. 5.

Example 2: We modeled the interconnect using sampled
data, which were obtained from the PCB (b), shown in Fig. 6,
and compared with the original frequency characteristics,
which indicate sampled data. The example PCB (b) consists
of signal and ground planes with copper, and 0.1-mm distance
between these planes is filled with medium of permittivity

. In the FDTD simulation to extract the sampled data,
the spatial steps are mm and mm
and the total mesh dimensions are 4040 13 in -, -,
and -directions, respectively. The frequency characteristics of
admittance parameters and , which are approximated by
our method using the sampled data, are shown in Fig. 7, where
our reduction algorithm reduced the number of poles from 204
to 8. We also simulated the transient response of the network,
as illustrated in Fig. 8, which consists of the example PCB (b),

(a) (b)

Fig. 6. Example PCB (b). (a) Bottom surface. (b) Top surface.

(a)

(b)

Fig. 7. Frequency responses of the example line. (a) Gain ofY . (b) Gain of
Y .

Fig. 8. Example circuit with PCB (b) and lumped elements.

shown in Fig. 6, and linear and nonlinear lumped elements
using a SPICE-like simulator with the macromodel having 60
(15 4) poles. The transient output response obtained by the
macromodel matches the result by the FDTD method with
SPICE simulation, as shown in Fig. 9.

Finally, comparison of CPU times required for each simu-
lation is listed in Tables I and II. Table I displays that our ap-
proach to synthesize the macromodel is much faster than pre-
vious method [13], which indicates the SISO type of adaptive
least-square method. In this comparison, the CPU cost for syn-
thesis includes the time to calculate poles from sampled data
using the least-square method and to select the dominant poles.
Table II indicates that our SPICE-like simulator with the macro-
model is much faster than the conventional FDTD method with
SPICE simulation.
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(a)

(b)

Fig. 9. Transient voltage waveforms of the example circuit in Fig. 8.
(a) Response ofV . (b) Response ofV .

TABLE I
COMPARISON OFCPU TIMES FORSYNTHESIS

TABLE II
COMPARISON OFCPU TIMES FORTRANSIENT SIMULATION

VI. CONCLUSIONS

In this paper, we have proposed an efficient synthesis method
of interconnect networks characterized by sampled data. We
have described the model order-reduction technique by the
MIMO type of SOLS method to reduce simulation cost. Nu-
merical examples have been given to demonstrate the accuracy
and efficiency of the proposed method.

In addition, since passivity of macromodels is a critical issue
with transient analysis, several techniques [18], [19], which con-
sider this problem, have been proposed. In these techniques,
passivity of macromodels is preserved during reduction of the
original MNA matrices whose passivity is ensured with con-
gruence transformations. However, it is difficult to consider the

passivity problem in this paper because the sampled data do not
always ensure passivity. Preservation of passivity is of impor-
tance in future work.
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